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Stochastic processes

Tutorials 4 – Master equation

1 Correlations from the conditional probability

We consider the Langevin equation

m
dv(t)

dt
= �� v(t) +

p
2� kBT ⌘(t) (1)

where ⌘(t) is a normalised Gaussian white noise of zero mean.

1/ Express the solution for fixed initial velocity v0 in terms of an integral of the noise.

2/ Compute hv(t)i and Var[v(t)].

3/ Deduce the conditional probability Pt(v|v0).

4/ Express the correlator hv(t)v(t0)ic as an integral involving Pt(v|v0). Recover the expression
of the correlator for a fixed initial value v(0) = v0.

5/ Same question for a random initial value v(0) = v0.

2 Random telegraph process

We consider a small electric conductor with two contacts which are pinned by gate voltages so
that electrons enter one by one (this the so called ”Coulomb blockade regime”). The number
of electrons inside the island can be controlled by the gate underneath, so that the number of
electrons is either N or N + 1.
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We measure current by counting single electrons tunneling through an InAs nanowire quantum
dot. The charge detector is realized by fabricating a quantum point contact in close vicinity to the
nanowire. The results based on electron counting compare well to a direct measurements of the
quantum dot current, when taking the finite bandwidth of the detector into account. The ability to
detect single electrons also opens up possibilities for manipulating and detecting individual spins in
nanowire quantum dots.

A highly-sensitive charge detector is a powerful tool for
probing electronic properties of mesoscopic structures. In
contrast to conventional transport measurement, the sys-
tem under investigation does not need to be connected
to leads. This makes the measurement technique low-
invasive and allows charge transitions within the nanos-
tructure to be investigated [1]. By adding time resolution
to the detector, tunneling of individual electrons can be
detected in real-time [2]. This provides the possibility
to extract statistics for the tunneling electrons and to
probe electron-electron correlations [3, 4], as well as for
determining electron spin dynamics [5, 6].

Another possible application of time-resolved charge
detection is to use it as a metrology standard for current.
Bylander et al experimentally verified the fundamental
relation I = e f by relating a highly-correlated current I

through an array of tunnel junctions to the frequency re-
sponse f of a single-electron transistor [7]. In this work,
we combine a quantum dot (QD) formed in a semicon-
ductor nanowire with a quantum point contact (QPC)
acting as the charge detector. The large energy scales of
the nanowire QD enable operation at T = 4 K and allow
the QPC to be operated at larger bias voltages compared
to GaAs QDs [8]. This together with the high sensitivity
of the detector make time-resolved single-electron detec-
tion possible in a regime where we can simultaneously
measure the QD current with a conventional current me-
ter. In this way, we count electrons one by one and make
direct comparisons to the measured current. We find that
the current measured by counting is lower than the one
measured with conventional techniques. The di↵erence
can be quantitatively accounted for by considering the
electrons missed because of the limited bandwidth of the
charge detector, which is a known quantity [9].

InAs nanowires are catalytically grown by metal-
organic vapor phase epitaxy (the detailed recipe is de-
scribed in [10]). An InAs nanowire is deposited on top of
a shallow (37 nm) AlGaAs/GaAs heterostructure based
two-dimensional electron gas (2DEG). The QD in the
InAs nanowire and a QPC in the underlying 2DEG are
defined in a single etching step using patterned electron
beam resist as an etch mask. This method guarantees

⇤
These authors contributed equally to this work.

perfect alignment as well as strong coupling between the
two devices [11].

Figure 1(a) shows a scanning electron microscope
(SEM) image of a device similar to the one used in the
measurements. The QD is defined by the etched con-
strictions in the nanowire between S and D. The QPC is
formed between the two etched trenches that separates
it from the rest of the 2DEG. The regions marked by L
and R are used as side gates to control the QD popula-
tion and to tune the coupling between the QD and the
source and drain leads. In the experiment, the QPC was
biased with a DC voltage of VQPC = 1 mV. In addition,
a voltage was applied to the 2DEG on both sides of the
QPC to compensate for the shift in QPC potential when
changing the voltages on gates L, R. The bias of the QPC
was kept smaller than the single-level spacing of the QD
to avoid QD excitations due to photon absorbtion [8].
The measurements presented here were performed at a
temperature of 1.7 K, but we have tested that the setup
produces similar results at T = 4 K.
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FIG. 1: (color online) (a) SEM image of the device. The
quantum dot is formed in the nanowire, with the quantum
point contact located in the 2DEG directly beneath the QD.
(b) Typical time trace of the QPC conductance, showing a few
electrons tunneling into and out of the QD. The upper level
corresponds to a situation with n electrons on the QD. (c)
Rise time of the detector, defined as the time needed for the
current to cross the midline between current levels belonging
to the n and n + 1 electron states.
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FIG. 1: (color online) (a) SEM image of the device. The
quantum dot is formed in the nanowire, with the quantum
point contact located in the 2DEG directly beneath the QD.
(b) Typical time trace of the QPC conductance, showing a few
electrons tunneling into and out of the QD. The upper level
corresponds to a situation with n electrons on the QD. (c)
Rise time of the detector, defined as the time needed for the
current to cross the midline between current levels belonging
to the n and n + 1 electron states.
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Figure 1: The charge inside the conductor is measured as a function of the time : IQPC is

proportional to the number of electron inside the central island, which fluctuates by one unit

(one electron).

Consider the Markov process X(t) taking two values X1 or X2. The transition rates are �1

(from X1 to X2) and �2 (from X2 to X1). This means that the averaged time spent in state
X1,2 is 1/�1,2. We denote by Pi(t) = Proba{X(t) = Xi} with i 2 {1, 2}.

1/ Write the set of di↵erential equations for P1(t) and P2(t).

2/ Find the stationary solution, denoted by P
⇤
i , and give the general solution of the master

equation (hint : consider P1(t) + P2(t) and y(t) = P1(t) � P2(t)).
An interesting exercice is to write the system of equations in a matricial form d

dtP (t) =
W P (t), where P = (P1 P2)T and diagonalize the non-symmetric matrix W . Show that
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3/ We now determine the conditional probability Pt(i|j), which is a specific solution of the
master equation. What is the initial condition corresponding to Pt(i|j) ? Deduce Pt(i|j).
Check that the detailed balance condition

Pt(1|2) P
⇤
2 = Pt(2|1) P

⇤
1 (3)

is fulfilled.

4/ We now want to characterize the correlations of the charge in the conductor, in the stationary
regime. Express hX(t)i and hX(t)X(t0)i in terms of Pt(i|j) and P

⇤
i . For simplicity, we assume

that X1 = 0 describes the conductor empty and X2 = 1 the conductor with one electron.
Compute explicitly hX(t)i and C(t � t

0) = hX(t)X(t0)i � hX(t)i hX(t0)i in this case.

5/ Deduce the power spectrum S(!) of the telegraphic noise (recall the relation with the cor-
relation function C(t)).

3 Biased random walk on a ring

Consider the random walk on a ring with L sites, such that with

Mnm = p �n,m+1 + q �n,m�1 (4)

for n, m 2 {1, · · · , L}. Periodic boundary conditions are M1L = p and ML1 = q.

1/ Argue that the stationary state is an equilibrium state when p = q = 1/2 and a NESS for
p 6= q.

2/ Give the spectrum of eigenvalues and eigenvectors (left/right) of the stochastic matrix M .
Write p = 1+v

2
and q = 1�v

2
with v 2 [�1, +1]. Check that the ”spectral radius” is unity, i.e.

|�k| 6 11

3/ Decompose the conditional probability Pt(n|m) over the eigenvalues and the eigenvectors.

4/ Consider the limit L ! 1 and discuss the bottom of the spectrum. Compute Pt(n|m) in
the two limiting cases v = 0 and v = ±1.

4 Compound Poisson process : normal and anomalous di↵usion

A particle is moving on a line, with position X(t) 2 R at time t. The particle performs jumps
are random times, occuring with rate �. A jump has random amplitude ⌘, with distribution
w(⌘), assumed symmetric for simplicity, w(⌘) = w(�⌘). The position X(t) corresponds to the
compound Poisson process (CPP). The aim of the exercice is to analyze its distribution P (x, t).

1/ Express P (x; t + �t) in terms of P (x, t). Show that it obeys the master equation @tP (x, t) =R
dy W (x|y) P (y; t) and give the kernel W (x|y).

2/ What are the two properties of W (x|y) ? Making use of one of these properties, solve the dif-
ferential equation and deduce P (x, t) under an integral form involving ŵ(k) =

R
d⌘ w(⌘) e�ik⌘.

3/ Argue that the �t � 1 limit involves the k ! 0 behaviour of ŵ(k).

4/ For h⌘
2
i < 1, deduce the form of P (x, t) for large times.

5/ We now consider h⌘
2
i = 1. Recall the k ! 0 behaviour of ŵ(k) when the distribution

presents a power law tail w(⌘) ⇠ c |⌘|
�µ�1. Deduce P (x, t) for large times.
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5 Noise from the CPP and Shottky electric noise

In this exercice, we study the properties of the “Poisson noise” obtained from a derivativion of
the Poisson process (PP) or the compound Poisson process (CPP).

We consider the noise

⇠(t) =
NX

n=1

n �(t � tn) for t 2 [0, T ] (5)

where N is random. {n} and {tn} are two sets of i.i.d. random variables. 1 The probability to
have N “impulses” in interval [0, T ] is the Poisson distribution

PT (N) =
(�T )N

N !
e��T (6)

The tn are uniformly distributed over the interval [0, T ], i.e. the joint distribution of the N

times simply PN (t1, · · · , tN ) = 1/T
N . The weights n’s have a common law p().

1/ We introduce the generating functional

G[�(t)]
def
=

D
e
R

dt�(t) ⇠(t)
E

(7)

where h· · ·i denotes averaging over the noise ⇠(t). Show how one can deduce the correlation
functions from the knowledge of G[�] (which will be calculated below).

Hint : Use the functional derivatives �G
��(t1)

, �2G
��(t1)��(t2)

, etc. Functional derivatives are easily
computed with the rule

��(t0)

��(t)
= �(t � t

0) (8)

and usual rules for derivation. Example : �
��(t)

R
dt

0
�(t0)2 = 2�(t).

2/ Poisson process.— We first consider the case p() = �( � q). Using that averaging over
the noise takes the form of an averaging over the random variables

h(· · · )iN,{tn} =
1X

N=0

(�T )N

N !
e��T

Z T

0

dt1

T
· · ·

dtN

T
(· · · ) , (9)

compute explicitly G[�(t)].

3/ Functional derivations of G[�] generate the correlation functions h⇠(t1) · · · ⇠(tn)i and the
derivations of W [�] = ln G[�] generate the connex correlation functions ($ cumulants), i.e.

h⇠(t)i, h⇠(t)⇠(t0)ic
def
= h⇠(t)⇠(t)0i � h⇠(t)i h⇠(t)0i, etc. Deduce these latter.

4/ Application : Classical theory of shot noise (Shottky noise).– Some current i(t) flows
through a conductor. Due to the discrete nature of the charge carriers, the current presents
some fluctuations (noise) known as “shot noise”, which we aim to characterize here (not to be
confused with the thermal fluctuations, i.e. the Johnson-Nyquist noise). We assume that the
current can be written under the form of independent implulses i(t) = q

P
n �(t � tn). The

average rate is �. Express the two first cumulants of current. Deduce the power spectrum

S(!)
def
=

Z
d(t � t

0) ei!(t�t0)
hi(t) i(t0)ic (10)

and give the relation between the shot noise and the averaged current hii.

1i.i.d. = independent and identically distributed.
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Remark : This result has permitted to demonstrate the existence of charge carriers with fractional

charge in the regime of the fractional quantum Hall e↵ect (strong magnetic field, low

temperature) :

• L. Saminadayar, D. C. Glattli, Y. Jin & B. Etienne, Observation of the e/3 Fractionally

Charged Laughlin Quasiparticle, Phys. Rev. Lett. 79 (1997) 2526.

• M. Reznikov, R. de Picciotto, T. G. Gri�ths, M. Heiblum & V. Umansky, Observation

of quasiparticles with 1/5 of an electron’s charge, Nature 399 (May 1999) 238.

5/ Transfered charge (Poisson process).– We consider the stochastic di↵erential equation

dQ(t)

dt
= i(t) (11)

a) Draw a typical realization of the process Q(t). Deduce the cumulants of the charge
hQ(t)nic.

b) Argue that on the large time scale �t � 1, the cumulants with n > 2 can be neglected.
What is then the nature of the process Q(t) ?

c) We introduce the distribution of the charge P (Q; t) = h�(Q � Q(t))i describing the
evolution of the process with a drift

dQ(t)

dt
= F(Q(t)) + i(t) . (12)

The equation could describes the RC circuit, for F(Q) = Q/(RC), with a noise source.
Consider separately the e↵ect of the drift and the jumps to relate P (Q; t + dt) to P (Q; t).
Show that the distribution obeys

@tP (Q; t) = �@Q [F(Q) P (Q; t)] + � [P (Q � q; t) � P (Q; t)] . (13)

6/ Compound Poisson process.— We now consider an arbitrary distribution p() and in-
troduce the generating function g(k) =

⌦
ekn

↵
.

a) Find the new expression of the generating functional G[�].

b) Show that it is possible to define a limit (changing � and p()) where the noise becomes
a Gaussian white noise.

c) Show that the generalization of (13) is

@tP (Q; t) = �@Q [F(Q) P (Q; t)] + �

Z
dq w(q) [P (Q � q; t) � P (Q; t)] . (14)

Check the conservation of probability. Express the probability current J (Q; t) related to
the distribution by the conservation law @tP (Q; t) = �@QJ (Q; t).

Consider the limit of small jumps q ! 0, i.e. when w(q) is concentrated at the origin.
Assuming hqi = 0, show that (14) leads to the Fokker-Planck equation and express the
di↵usion constant D of the charge di↵usion.

6 Di↵usion of a 1D particle on Z with a potential

Let us consider the master equation describing the one dimensional di↵usion on Z with transi-
tions between nearest neighbour sites

@tPn(t) = Wn,n�1Pn�1(t) + Wn,n+1Pn+1(t) � (Wn�1,n + Wn+1,n) Pn(t) (15)

4



i.e. Wn,m is a tridiagonal (infinite) matrix with Wn,n = �Wn�1,n � Wn+1,n. Such a master
equation, with transitions between nearest neighbours, is said to describe a “birth and death
process”.

1/ Current : check that the master equation can be rewritten under the form

@tPn = �Jn + Jn�1 (16)

and express the ”current density” Jn(t) related to the distribution Pn(t)

2/ We now choose the matrix such that

Wn,m = e[V (m)�V (n)]/2 (17)

where V (x) is a known function.

Equilibrium (J = 0).— Show that

P
⇤
n = C e�V (n) (18)

is a stationary solution corresponding to a vanishing current. Discuss the normalisability.

3/ NESS (J 6= 0).— Find the stationary solution corresponding to Jn = J 8n. Show that it is

P
⇤
n = J e�V (n)

1X

m=n

e[V (m+1)+V (m)]/2 (19)

Discuss the normalisability (consider the continuum limit for simplicity).

4/ Provide an example where there is no stationary state.

7 Continuous time random walks and anomalous di↵usion

We consider a more general class of stochastic processes, known as “renewal processes”. In
particular, we focus on a simple example generalizing the compound Poisson process (CPP).

A particle has position X(t) and starts at the origin at initial time X(0) = 0. Then it
performs random jumps

X(t+n ) = X(t�n ) + ⌘n , (20)

where the jump amplitudes are distributed according to the distribution w(⌘), assumed sym-
metric for simplicity. The CPP corresponds to time intervals ⌧n = tn � tn�1 > 0 exponentially
distributed according to the distribution q(⌧) = �e��⌧ . Here, we discuss a generalization of the
compound Poisson process and consider a general distribution q(⌧) for the time intervals.

1/ Justify that the master equation is replaced by the integral equation (in time)

P (x, t) =

Z t

0

d⌧ q(⌧)

Z

R
d⌘ w(⌘) P (x � ⌘, t � ⌧) + �(x)

Z 1

t
d⌧ q(⌧) . (21)

Check normalisation.

2/ If q(⌧) = �e��⌧ , check that one recovers the master equation of the CPP from (21).

3/ Solve the equation by introducing the Fourier-Laplace transform

eP (k, s)
def
=

Z 1

0

dt e�st
Z

R
dx e�ikx

P (x, t) (22)

Deduce eP (k, s) in terms of q̃(s) =
R1
0

d⌧ e�s⌧
q(⌧) and ŵ(k) =

R
R d⌘ e�ik⌘

w(⌘). Find an
integral representation of P (x, t).
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4/ Consider distributions with power law tails w(⌘) ' c
|⌘|µ+1 for ⌘ ! ±1 and q(⌧) ' a

⌧↵+1 for
⌧ ! +1.
What is the s ! 0 behaviour of q̃(s) for ↵ > 1 ? And for ↵ < 1 ?

5/ Same questions for ŵ(k) (distinguish µ > 2 and µ < 2).

6/ Discuss the limiting behaviour of eP (k, s) for k ! 0 and s ! 0. Deduce the scaling relation
between space x and time t.

7/ Draw a ”phase diagram” in the plane (µ, ↵) and identify the regions of normal di↵usion,
subdi↵usion and superdi↵usion.
Discuss the case µ = 2↵ 2]0, 2[ : does this correspond to normal di↵usion ?
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