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Master 2 Physics of Complex Systems

Stochastic processes

Tutorials 11 – Functionals

1 Time spent on R+ for a Brownian bridge

Using the Feynman-Kac formula, we have shown in the lectures that the distribution of

T [x(⌧)] =

Z
t

0

d⌧ ✓H(x(⌧)) (1)

over free Brownian trajectories defined on [0, t] (with x(0) = 0) is given by Lévy’s first arcsine

law Pt(T ) =
⇥
⇡

p
T (t� T )

⇤�1
.

To illustrate the flexibility of the method, we now study the distribution of T [x(⌧)] over
the ”Brownian bridges”, i.e. Brownian trajectories which are constrained to come back to the
starting point : x(0) = x(t) = 0.

1/ Express the characteristic function ePt(p) of T [x(⌧)] in terms of path integrals and show that
it is now given by the form

ePt(p) =
h0 |e�tHp |0 i
h0 |e�tH0 |0 i (2)

Recall the expression of the operator Hp.

2/ Check that G(0, 0;↵, p) = h0 |
�
↵+Hp

��1|0 i =
p
2

p
(
p
↵+ p�

p
↵). Using the formula

Z 1

0

dt
e�at � e�bt

2
p
⇡ t3/2

=
p
b�

p
a (3)

deduce the inverse Laplace transform h0 |e�tHp |0 i = L �1

t

⇥
G(0, 0;↵, p)

⇤
. Check your result

by considering the p = 0 limit.

3/ Deduce ePt(p) and give its inverse Laplace transform Pt(T ) (which should be easy!). Compare
to Lévy’s arcsine law (for free Brownian motion).

2 Local time for a free Brownian motion

We consider a 1D BM starting from x0 and introduce the local time

⌧ [x(⌧)]
def
=

Z
t

0

d⌧ �(x(⌧)) (4)

spent by the process at the origin. The aim of the exercise is to compute its distribution Pt,x0(⌧).

1/ What is the operator Hp involved in the Feynman-Kac formula in this case ?

2/ Construct the Green’s function hx |
�
↵ + Hp

��1|x0 i, i.e. the two solutions  ±(x). Deduce
the double Laplace transform

Q(x0;↵, p) = L↵

h
Lp

⇥
Pt,x0(⌧)

⇤i
=

Z 1

0

dt e�↵t

Z 1

0

d⌧ e�p⌧ Pt,x0(⌧) . (5)

Check your result by considering the p = 0 limit.
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3/ We first perform the inverse Laplace transform L �1
⌧ [Q(x0;↵, p)]. What is the Laplace

transform  ̃(p) of the exponential function  (⌧) = e�! ⌧ ? Deduce L �1
⌧ [Q(x0;↵, p)] =R1

0
dt e�↵t Pt,x0(⌧).

4/ Using the definition of the MacDonald function (see appendix), compute the Laplace trans-

form L↵

h
t
�1/2 e�x

2
0/(2t)

i
=

R1
0

dt e�↵t
t
�1/2 e�x

2
0/(2t). Deduce also the inverse Laplace trans-

form of 1

↵
(1� e�

p
2↵x0). Give Pt,x0(⌧). What is the probability that the local time remains

zero ? Interpret.

Appendix

MacDonald function

K⌫(z) =
1

2

⇣
z

2

⌘
⌫
Z 1

0

dt

t⌫+1
e�t�z

2
/4t for Re z > 0 (6)

Asymptotic K⌫(z) '
z!+1

p
⇡

2z
e�z.

In particular

K1/2(z) =

r
⇡

2z
e�z (7)
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