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Context:
Animal pollination, the processes by which an animal facilitates the transfer of pollen from the
anthers of one flower to the stigma of another, is essential for the reproduction of 87.5% of
all flowering plants. In agriculture, the crop pollination service is valued at 195-387 billion US
dollars annually, with direct implications for food security. Among animal pollinators, insects
such as Hymenoptera (bees and wasps), Diptera (flies), Coleoptera (beetles) and Lepidoptera
(butterflies and moths) play a critical role in agriculture. However, the current decline of these
insect pollinators raises alarm for crop pollination and food security, due to increasing evidence
of pollination deficits (i.e. the loss of crop yield related to the lack of animal pollination).
Estimating this pollination deficit is therefore a current priority, as well as clarifying
which insects provide this pollination service in order to develop adapted pollinator-
friendly schemes in agricultural landscapes practices.

The use of camera traps on crop flowers over periods of 24 hours is a technique that could
record pollinator visits during day and night, and thus determine crop pollinators to conserve.
For a quantitative estimate of the pollination service however, one needs an automated processing
of the recordings.

Available Data:
Concretely, hundreds of hours were recorded in the infra-red band (allowing for nightly video
recording) for 5 types of flowering plants (strawberry plant, raspberry plant, sunflower plant, ap-
ple tree, cacao tree). Experts classified some of these recordings, indicating when pollinators
are visible and which is their morphogroup (≈ species): honey bee (Apis mellifera), bum-
ble bee (Bombus sp.), wild bee, hoverfly (Syrphidae), other fly (Diptera), wasp (Vespidae), ant
(Formicidae), beetle (Coleoptera) and spider (Araneae). This means we have 9 pollinator classes,
plus the class “no pollinator”, which is by far the majority class. For strawberries, apples and
cacao, 50% of the recordings have been labelled. For raspberries and sunflowers, nothing has
been labelled yet.

Internship goal:
The project can be split in two stages. The first is to classify whether a pollinator is

present or not (binary or one-class classification). The second is to classify the pollinators
in the 9 classes, when present (a priori more difficult task).

Proposed approach:
The first task will be to assess what has been done in the literature. Some works are some-

how related to this original research project, such as [SGH+21, ABM+22, SSW+23, WGCM23,
BAD+23, KK23].

For simplicity, the proposed approach for this M1 internship is to ignore the temporal
aspect of the data and consider it as a collection of frames, and apply conventional image
classification techniques (CNNs, Vision Transformers, etc). The drastic imbalance between
classes means that under-sampling should be considered, while the correlation between frames
implies a careful train/validation/test split procedure.

Before going into Deep methods, one should assess the accuracy of simple baselines
(such as color histograms for the central pixels). This simple baseline may help to sample the
majority examples that are harder to distinguish from the minority ones, to then train deeper
networks efficiently.

In terms of architecture, various strategies can be used, from handcrafting a CNN
from scratch, or training classic architectures from scratch, to fine-tuning foundation models.
We may also consider self-supervised learning on the abundant majority class data.
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An other outcome of the internship will be to select the images that might most benefit from
the human oracle’s classification (active learning).

In any case, the final result of the internship may be used as is but will also serve as a base-
line for an ML challenge, to be crafted and published with the help of the codalab team.
Indeed, the ideal model would be one that transfers well to new plants (flowers) and new polli-
nators, i.e. the task is not to classify a few pollinators for one plant, but rather to have a meta
model that adapts well to various combinations of plants and pollinators: we have a meta-task.
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Expected abilities:

• Good python skills, some knowledge of pyTorch

• Basic theoretical knowledge of CNNs, and of Machine Learning in general

Learned Skills:

• Learning about pollinators

• Understand, develop and deploy CNNs, developped pyTorch practice.

• Using a job scheduler (slurm) on a computer cluster (a GPU farm).

Duration: The preferred duration would be of about 4 months.
Labs: (Co-supervision between 2 labs)

LISN, Université Paris-Saclay ; IDEEV, Université Paris-Saclay
Teams:

A & O (Algorithmes et Optimisation), INRIA team: TAU, from LISN
EGCE (Evolution Génome Comportement et Ecologie), from IDEEV

Advisors:
François Landes (francois.landes@inria.fr), Maitre de Conférences, TAU
Michele Sebag (Michele.Sebag@lri.fr), Directrice de Recherche CNRS, TAU
Fabrice Requier (fabrice.requier@universite-paris-saclay.fr), Chargé de Recherche, EGCE

Head of Lab: Sophie Rosset (LISN)
Location: Gif-sur-yvette (Plateau de Saclay), Batiment 660 (Digiteo building)

Gif-sur-yvette (Plateau de Saclay), 12 route 128 (IDEEV)
Website: http://lptms.u-psud.fr/francois-landes/internships-phd/
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