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Appendix A: Quantum Hamiltonian formalism for the current statistics of the 2d ZRP

In this appendix we derive in a self-contained way the current statistics of the 2d Zero-Range Process (ZRP) using
the quantum Hamiltonian formalism for the master equation as main tool. In particular, we follow Ref. [1] where
a similar calculation has been recently presented. Our aim is to calculate the current scaled cumulant generating
function pr,(A) and the microscopic optimal density profiles associated to a given current fluctuation in a system of
linear size L. Within the quantum Hamiltonian formalism, the master equation is written in Schrédinger form [2, 3]
as

d|P)

L~ —HlP), (A1)
with the so-called Hamiltonian H given by the stochastic generator containing the transition rates between all states
of the system. We have introduced Dirac’s bra and ket notation, with the ket | P) representing the probability column
vector (P(C1), P(Cy),...)T, with T denoting transposition, and where P(C}) denotes the probability measure on the
set of all configurations Cy = (n1,na,...,na), n; € N, being n; the number of particles on site i (out of a total number
of M sites). The probability vector is then defined as |P) =", P(C})|C)) where |Cy) is a basis vector for the particle
configuration, i.e. it corresponds to the column vector |C) = (0,0,...,0,1,0,...)T with all components equal to zero
except for the component corresponding to configuration Cy. The probability vector is normalized such that (1|P) =1
where (1| = 3", (C| is the row vector with all elements equal to one and (C|C”’) = d¢cr. One can readily verify that
(1| is the left-eigenvector of H with zero eigenvalue (1|H = 0 (expressing conservation of probability). On the other
hand, the stationary distribution or ground state of the stochastic process, denoted here as |P*), corresponds to the
right-eigenvector of H with zero eigenvalue

H|P*) = 0. (A2)

The 2d ZRP we consider here is defined on a square lattice of linear size L with particle reservoirs at the boundaries
in the a-direction and with periodic boundary conditions in the y-direction. Configurations are denoted as Cj =
(n11,m2,....,nLr), nji €N, j,i € [1, L], being n;; the number of particles on site (j,4). Notice that for each site in the
square lattice, j denotes the row index while 7 denotes the column. The dynamics is as follows: In the bulk, particles
jump to randomly chosen nearest neighbors at a rate wq(n;;) = ha f(n;:), with f(n;;) the interaction function (which
depends only on the population of the departure site) and h,, the (constant) hopping rate along the a-direction (z or
y-direction). In addition, particles are injected at rate o (and removed at rate «y) at the left boundary -corresponding
to the first column of sites- and injected at rate § (and removed at rate () at the right boundary -corresponding to
the last column. Notice that anisotropy can be modeled in this model by considering h, # hy,.

As for the one dimensional ZRP with open boundaries [4], the stationary distribution is given by a product measure

[P*) = |Pl1) @ |P2) @ @|Pp 1) (A3)

where |P7;) is the probability vector corresponding to the marginal distribution for the site (j,i), ie, [Pf;) =
Znﬁ P ;(nji)|nj:), whose components correspond to the probability of finding n;; particles on site (j,4):

Pji(ngi) = 2= [T f) 7 (A4)
P k=1

Here z;; is the fugacity of site (j,7) and Z;; is the local analogue of the grand-canonical partition function

Zyi= 200 =S 2 [ 10 (A5)
n=0 k=1



It is important to note that the convergence of the partition function depends on how we choose the interaction
function f(k). In this work, we restrict to the ZRP in the fluid regime (i.e. in the absence of condensation), so for
the f(k)’s chosen (either constant or proportional to the number of particles) we consider below current fluctuations
within the radius of convergence of (A5). In order to relate the fugacity and the mean density on site (j,i), we
introduce now the local particle number operator as the diagonal matrix 7;; with diagonal elements n;;. Notice that
fij; acts exclusively on the (j, i) component of the configuration vector. Then by using (A4) and (A5), we find

pii = (nji) = (Unjil P*) = > njiP;y(ngi) = 22" (AG)

In order to write explicitly the Hamiltonian of the 2d ZRP, we introduce now the following ladder and diagonal
operators,

00 0 0 - 0 f(1) 0 0 0 0 0 0

1 0 0 0 - 0 0 f(2 0 0 f(1) 0 0
ab=10 1 0 0 - , az=| 0 0 0 f(3) di=]1 0 0 f(2) 0 (A7)

0 0 1 0 - 0 0 0 0 0 0

The subscript (j,¢) indicates that the respective matrix acts non-trivially only on site (j,¢) of the lattice, and as a
unit operator on all other sites. In this way, the Hamiltonian of the 2d ZRP in a square lattice reads [1]

~H = Z{ D) +y(ay, = dja) +0(a), — 1)+ Blaj, — d;ir)
+Zh ]z jl-‘rl dJ1)+h(]z Jyi+1 dj;iJrl)

+Zh Qi ]Jrlz_d]l)_'_h ( 5,0 ]+1z_dj+17i)}7 (A8)

Note that, due to the periodic boundary conditions along the y-direction, we identify j = L + 1 with j = 1. The first
line of the r.h.s of the above equation reflects the injection and extraction of particles from the boundary reservoirs,
i.e. it corresponds to the boundary pairs in the first and last column. The second and the third lines correspond to
the interaction of the L(L — 1) horizontal and the L? vertical bulk pairs, respectively.

1. Current fluctuations for the 2d ZRP

Our first task is to define the microscopic space&time-integrated current ¢ in the bulk of the lattice during a given
observation time interval [0,¢]. In few words, every time a particle jumps between two bulk neighboring sites along
the a-direction, @ = z,y, we add or subtract one to the corresponding a-component of the integrated current. In this
way, the space&time-averaged current vector is defined as

1, 1, . R I _

a= (7@ = Q7). 1 (@7 - Q") (A9)
where Qti’a are the total number of particle jumps in the +a-direction, a = x, ¥, in a given microscopic time interval
[0,¢]. Recall that as we are considering the contributions of all the bulk pairs we have to divide the current by (L—1) if
the jump occurs in the z-direction or by L if it occurs in the y-direction in order to count the number of particles that

traverses the system per unit area and unit time. The empirical averaged current obeys a large deviation principle
with large deviation function

.1
Gr(q) = lim ~log P(q), (A10)
and its scaled cumulant generating function (SCGF) is defined as

.1 .
pr(N) = Jim log(e™9). (A11)



It is then easy to show [5] that the SCGF is linked to the spectral properties of a modified or tilted Hamiltonian H.

In particular, (e!*'9) = (e~H?) where the new operator H is obtained by multiplying the terms of H corresponding
to bulk particle transitions by e**+/(E=1) for jumps in the Fz-direction and by e**v/L for jumps in the +y-direction.
This modified Hamiltonian hence reads

—H = Z{ D) +y(ay, = dj) +8(a), = 1)+ Blaj, — d;in)
+ Zh eL 10“3 za] i+1 dj7i)+h (EL_ a;_za’] i+1 djfi"rl)

A.
+ Zh aj; j+1z _dJ Z)+h ( T a’jza]+11 derLi)}' (A12)
Now, assuming that the spectrum of H is gapped and introducing the associated spectral decomposition, we can write

(™) = (1e ™| Py) = 3 (1w) (gp| Po)e ™+ D 25 (1) (| Po)e oV (A13)

k

where |1) and (¢| are the right and left eigenvectors of H associated with the lowest eigenvalue eo(X), and |Pp) is
an arbitrary specific initial particle distribution obeying the normalization condition (1|Fy) = 1. If all prefactors in
(A13) are finite (i.e if (1|¢)), (| Py) and (1|¢)) are finite) one finds, by using (A11) and (A13), that

tL(A) = —€o(N). (Al4)
To compute €y(\), we assume that the unnormalized right eigenvector has a product form similar to (A3), i.e
[V) = [t11) ® [Y12) @+ @[ L) (A15)

where 1)) is the vector for the (j,i)-site, i.e, [t0;:) = 32, wnght(nﬂ)mﬂ) whose components are wnght(nﬂ) =

m”’ [10%, f(k)~* with 2;,; some modified fugacities still unknown. With the product form (A15) one can readily
check that

afilv) = 5} djily), (A16)
a;;[¥) = Zj:l¥). (A17)
Using these equations we get that
L
—Al) =3 { = (@ + 8= (1250 + B2)
j=1
L—1

VI ay SV v
+ D zids {%Hhxeﬁ — 2.i(2hs + hy(1— €T )+ hy(1—e 7)) + Zj,z‘—lhxeL_l}
=2

- X IV Ay Ay
+Zj1dj1(2j2hl-61"1 —Zj1(hg+v+hy(1—eT )+ hy(l—eT ))+a)
“ay
55 b (2,01 hee T = 5508+ b + hy(1— € 2) + hy (1 - e 7)) +6) b,
(A18)

It is clear that if |¢) is a right eigenvector, the coefficients that multiply the matrix d must vanish. In this way, we
can compute the components of the right eigenvector fugacities by solving the following recurrence relation

SirtheeToF — 2(2hy + hy(1 — € 2) 4 hy(1 — e T)) + Zi_1hge 2T = 0 (A19)

with boundary conditions

SahoeTF — 21 (hy + 7 + hy(1 — e )+ hy(1— e 24)) +a =0 (A20)



= A Y
21 1hee™ T — 2(B+ hy + hy(1 — e ) + hy(1— e ) + 6 = 0. (A21)
Notice that in the previous equations we have made use of the periodic boundary conditions to argue that fugacities

are invariant in the y-direction, 2;; = %;, Vj. Equations (A19)-(A21) can be solved exactly with a computer to get
the fugacity of the right eigenvector for each column 2; (i € [1, L]), but the expressions obtained are too cumbersome

to write them explicitly here. Thus, from eqs. (A18)-(A21), we get the lowest eigenvalue of H
19) = L(a+8— (431 + 621) ) [9) = oM (A22)
from which that SCGF in (A14) follows as
peN) = ~L{a+ 8- (va + 821)) (A23)

with 21 1 explicitly given in terms of the solution of recurrence (A19)-(A21).

2. Microscopic optimal density profiles for the 2d ZRP

In order to compute the mean density in each site, we need both the right and left dominant eigenvectors associated
to a given current fluctuation. For the left eigenvector, we assume again a product form similar to eq. (A15), i.e [5]

(WY = W11 ® (W12| @+ @ (Yr,L] (A24)
where (1);,i] is the vector for the (j,i)-site, i, (| = >, . 1t (njs)(njs|, whose components are 9 (n;;) = Z7
with Z;; some modified fugacities to be determined below. With the product form (A24) one can readily check that

<7/1|a}t¢ = Y|z, (A25)
(Wlaj: = (W15, dji (A26)

Using these equations we get that

—(p|H = 1!}\2{ (a+6—(azj1+6%L))

L—1
@ Ay N N
+ Z Zj_,zldjvi [Zj,i-i-lhwe% = Zji(he + he + hy(1 =€) + hy(1 - eTy)) + Zji-1ha eLAl}

=2

. Ay -
+ %—,fdj,l(%yﬂlaceﬁ = Zalhe + 7+ hy(L =€)+ hy(1—eT7)) + 7)

—Az ~ Ay Ay
+ 2;idj7L (5]',[,71}116?51 — ijL(ﬂ + hy + hy(l —el ) + hy(l — e L )) + ﬂ)}
(A27)

As before, the coefficients multiplying matrix d must vanish, resulting in the following recurrence relation for the left
eigenvector fugacities (where we have considered again that Z;; = Z;, Vj)

Zii1heeTST — 5i(2hy + hy(1 — e ) + hy(1 — e %)) + Zi_thge 7T =0 (A28)
with boundary conditions

Eahae T — 2 (hy + v+ hy(1— e )+ hy(l — e 22)) 44 =0 (A29)

FpotheeTF — Z(B+ hy + hy(1— e ) + hy(1 — e 24)) + B = 0. (A30)

By solving eqs. (A28)-(A30) we get the fugacity of the left eigenvector for each column, Z; (i € [1, L]). Moreover, the
SCGF can be equivalently written in terms of these fugacities as

pn(A) = —L(a 16— (aF + 55L)). (A31)



One can check that as A — 0, (¢| — (1], [¢) — |P*) and pr(A) — 0, as expected. Finally, we can compute the
microscopic optimal profiles associated to a current fluctuation (parametrized via A) by averaging the mean occupation
number in each column 7 over the right and left dominant eigenvectors, once normalized, i.e.

ey W) GEIRE SR dlsZ
5,1 ji () Ziizo(éiéi)nﬁHZglf(k)q "oz

(A32)

where z; = Z;2; and

oo n
Zi=) z [[r (A33)
n=0 k=1
As expected, the mean occupation number on site (j,4) just depends on Z;, so the microscopic density profile associated
to a given current fluctuation exhibits structure only along the gradient direction, in agreement with general MFT
predictions in the main text.
On the other hand, in this work we consider two different interaction functions f(k). The first one is a constant

f(k) =1, and corresponds to a 2d ZRP with effective attractive interaction between particles at each lattice site. The
associated optimal density profile is

3.
pi=q — (A34)

B
In this case, the reservoir fugacities in terms of the injection and extraction rate are given by z; = a/v and z;, =6/
and the reservoirs densities by p;, = 1fé % and pg = lfgj 5- The parameters chosen in the main text for the isotropic

ZRP case (with h, = 1/2, h, = 1/2), whose results are displayed in Fig. ?? and Fig. 2, are o = 1/4, v = 1/2,
d =1/22 and 8 = 1/2. These parameters correspond to p;, = 1 and pr = 0.1. The same parameters are chosen for
the anisotropic ZRP case studied in Appendix B (with hy = 1/2, h, = 1), see Fig. 1 there. The second interaction
function that we consider is f(k) = k and corresponds to a 2d fluid of independent random walkers (RW), giving rise
to the following optimal microscopic density profile

Pi = 21'. (A35)

The reservoirs fugacities are given by z1 = a/v and z;, = 6/8, and the reservoirs densities are now p;, = «/v and
pr = 0/f5. The parameters chosen in the isotropic RW case studied in Appendix B (with h, = 1/2, hy, = 1/2), see
Fig. 3, are a =1,y=1/2, 6 =1, 8 = 1, which correspond to p; = 2 and pr = 1.

3. Comparing microscopic and macroscopic results

In order to compare the previous microscopic results above with macroscopic fluctuation theory predictions we need
to perform a diffusive scaling on the microscopic results. This consists in the following transformations of space and
time: = i/L, y = j/L and 7 = t/L?, where i, j, t are the microscopic space and time variables and x, y and 7 the
macroscopic ones. Applying this diffusive scaling, the macroscopic SCGF reads

o pr(A)
LIL)H;O Ld=2 "

p(A) = (A36)

Therefore, in d = 2 we have p(A) = limp, o pz(A), with pz(X) given by eq. (A23). Then for every A" = (A}, A}) we
can calculate the current large deviation function knowing that

G(3) = max[u(A) = A-J] = p(A) = A" - J (A37)

_ _ Ap () Op(X) . . . .
where J = (Jg,J,) = ( vl N> vl NN ) Finally, the optimal macroscopic profile p(z) (with z € [0,1])
is nothing but the microscopic optimal profile p; with * = + and p; given by eqs. (A34) or (A35) depending on

the interaction function at play. As a crosscheck of our results, note that the macroscopic and microscopic optimal
profiles obtained for the ZRP with f(k) = 1 for the angles ¢ = 0, 7 are the same of those obtained in Ref. [6] for the
one-dimensional symmetric case.



Appendix B: Some additional results

In this Appendix we provide additional data which
support our conclusions in the main text. In particu-
lar, we report further exact microscopic results obtained
by applying the quantum Hamiltonian formalism of Ap-
pendix A to the Zero Range Process (ZRP) described in
the main text [? ], both in the isotropic and anisotropic
cases, and to a fluid of random walkers (RW model).

We first focus on the effect of anisotropy on the cur-
rent LDF and the associated optimal density profiles.
Fig. 1 shows G(J) (top) and the optimal density pro-
files p(x;J) (bottom, after subtracting the steady-state
profile p,y(z)) for the anisotropic ZRP with jump rates
(hy = 1/2,h, = 1), L = 10°, and boundary densi-
ties pr, = 1 and pr = 0.1. Similarly to the results in
the main text, wAP predictions perfectly fit the exact
microscopic results derived within the matrix approach
of Appendix A. On the other hand, theoretical curves
based on the sAP fail to correctly predict the shape of
G(J) and the associated optimal density profiles, except
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FIG. 1. (Color online) Top: Current LDF for the anisotropic
ZRP (hy = 1/2, hy = 1) with p = 1 and pr = 0.1, as a
function of |J| for different angles ¢ = tan~'(J,/J.). Bot-
tom: Excess optimal density profiles for different |J| and ¢.
Symbols stand for exact matrix computations for L = 105,
while solid (dashed) lines represent wAP (sAP) predictions.

for currents J = (J),0) alligned with the gradient direc-
tion, where both wAP and sAP predictions converge as
proven in the main text. In any case, it is interesting to
note that optimal density profiles responsible of a given
current fluctuation J are typically different from the av-
erage, steady-state density profile, see bottom panel in
Fig. 1. This general observation, common to all studied
models, stems from the (typically nonlinear) dependence
of the diffusivity and mobility transport coefficients on
the local density field.

The power of the quantum Hamiltonian formalism for
the master equation, when combined with the factoriza-
tion property of the ZRP [7], allows us to study its cur-
rent statistics not only for very large lattice linear sizes
L = 10°, but also to understand the role of finite-size
corrections from a microscopic point of view. We ex-
ploit now this possibility in order to compare the finite-
size behavior of the ZRP with the more complex KMP
model studied in the main text [8], for which reliable data
for current statistics can be obtained only for relatively
small system sizes via rare-event Monte Carlo simulation
techniques [9-13]. Fig. 2 shows for the isotropic ZRP
(hy =1/2, hy = 1/2) the Legendre-Fenchel transform of
the current LDF,

p(A) = max[G(J) + A - J],

for a fixed value of z = |z|, with z = X 4+ € and
e = sIn[pr(1+ pr)/(pr(1 + pr))], as a function of the
current angle ¢ = tan~'(J,/J,) for pr, = 1, pr = 0.1,
and increasing values of L, together with the wAP and
sAP predictions. As described in the main text, while
sAP predicts no angular dependence for (), the wAP
does predicts a double-bump structure, which is fully
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FIG. 2. (Color online) Legendre transform of the current LDF
of the isotropic ZRP (hy = 1/2, hy = 1/2) as a function of ¢
for z = |z| = 1.2, pr. =1, pr = 0.1 and different system sizes
L. Symbols stand for exact matrix computations, while solid
(dashed) lines represent wAP (sAP) predictions. Convergence
to the wAP prediction as L increases is apparent, similarly to
the behavior observed for the KMP result in Fig. 2 of the
main text.



confirmed in exact microscopic calculations, see Fig. 2.
Moreover, data points for small L converge towards the
wAP curve as L increases, very much like the results ob-
tained for the KMP model of heat conduction, see Fig. 2
in the paper. This observation supports our analysis and
conclusions for the KMP model, which strongly suggest
that the weak additivity principle is indeed correct for
sufficiently large system sizes.

To end this section, we apply the quantum Hamilto-
nian formalism to another stochastic lattice model, a fluid
of random walkers [7]. The RW model can be seen as a
variant of the ZRP with an interaction function f(n) = n.
Such a linear interaction function implies that the prob-
ability for each particle to jump to a nearby site is inde-
pendent of the population of the departure site, so parti-
cles behave as independent random walkers in d = 2. At
the macroscopic level, the RW model is characterized by
transport coefficients with components D, (p) = h, and
0a(p) = 2hap, so when coupled to boundary reservoirs
at densities p; r along the z-direction, with pr # pg,
the RW fluid develops a linear stationary density profile
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FIG. 3. (Color online) Top: Current LDF for the isotropic
RW model (h, = 1/2, hy = 1/2) as a function of |J| for
different angles ¢ = tan™'(J,/J;) and , pr = 2, pr = 1.
Bottom: Excess optimal density profiles for different |J| and
¢. Symbols stand for exact matrix computations for L = 105,
while solid (dashed) lines represent wAP (sAP) predictions.

FIG. 4. (Color online) MFT predictions for the current LDF
of the KMP model under both the wAP and sAP conjectures.
Boundary densities for this plot are pr = 2 and pr = 1.
Clearly, Gw(J) lies above G¢(J) VJ, except for current fluc-
tuations along the gradient direction, J = (J),0) VJ, where
both solutions yield the same result, as demonstrated in the
main text.

Pav(®) = pr + x(pr — pr,) similar to that of the KMP
model. Note however that the fluctuating behavior of
both models is quite different because of their different
mobilities. Fig. 3 shows our results for G(J) (top) and
p(x;J) (bottom) in the RW model, as obtained from the
matrix method for L = 10° and compared with wAP and
sAP theoretical results. Interestingly differences between
wAP and sAP curves are not as pronounced as before
(due to the relatively weak dependence of the transport
coefficients on p for the RW model), but still the wAP
offers correct predictions while the sAP fails for current
fluctuations with components orthogonal to the gradient
direction. All together, these results and those reported
in the main text clearly demonstrate that the weak ad-
ditivity principle yields the correct predictions for the
current statistics of a broad class of d-dimensional inter-
acting particle systems.

Finally, Fig. 4 displays the MFT prediction for the full
current LDF of the 2d KMP model for pr, = 2 and pg =1
under both the wAP and sAP conjectures. Clearly the
wAP current LDF improves over the sAP prediction for
all current fluctuations, as proven in general in the main
text on the basis of reverse Holder’s inequality.
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