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In its continuous version, the entropy functional measuring the information content of a given

probability density may be plagued by a ‘‘measure’’ problem that results from improper weighting of

phase space. This issue is addressed considering a generic collision process whereby a large number of

particles or agents randomly and repeatedly interact in pairs, with prescribed conservation law(s). We find

a sufficient condition under which the stationary single-particle distribution function maximizes an

entropylike functional, that is free of the measure problem. This condition amounts to a factorization

property of the Jacobian associated with the binary collision law, from which the proper weighting of

phase space directly follows.
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In information theory, the definition of the entropy of a
continuous probability distribution depends on the identi-
fication of a relevant prior, or weighting function [1,2], that
can prove elusive. To illustrate this point and motivate our
approach, let us consider an ensemble of particles (each
indexed by integer i) that can exchange some positive
quantity x so that

P
ixi is fixed: two particles i and j chosen

at random interact so that xi ! xi þ � and xj ! xj � �,

provided both quantities remain positive. Here, � is a fixed
small increment, or can be drawn from a prescribed distri-
bution. Such a model has appeared in different settings: in
the context of mass transport models, x stands for the mass
of the particle [3]; it can also be the position of a composite
object in exclusion processes [4], the volume of some
colloidal aggregate [5], the size of a self-assembled poly-
mer [6], the wealth of an agent in a simplistic econophysics
framework [7], or an auxiliary quantity used for algorith-
mic purposes, in particular, the generation of pseudoran-
dom numbers [8]. Upon iterating the previous ‘‘collision’’
rule, it can be shown that the x distribution reaches the
simple stationary probability density function pXðxÞ ¼
expð�xÞ, fixing for convenience the mean x to unity [3].
Following the early work of Shannon [9], this result seems
to be readily recovered by maximizing the information
measure—or differential entropy—of the distribution

SShannon ¼ �
Z

pXðxÞ log½pXðxÞ�dx (1)

under the constraint that
R
pXdx ¼ R

xpXdx ¼ 1 [10]. On

the other hand, it is clear that the process could be equally
well described by another quantity y (say, the radius of a
colloid instead of its volume), with a corresponding proba-
bility density pY such that pXðxÞdx ¼ pYðyÞdy. However,
the formulation (1) is not invariant under change of vari-
able, so that a different and inconsistent distribution would

be found by maximizing �R
pY logpY , even after taking

into account for constraints appropriately. We will refer to
this latent deficiency, already noted in [9], as the ‘‘measure
problem.’’ In addition, although the pathological nature of
Eq. (1) is made evident by a change of variable, it can also
be inferred from its dimensional inconsistency. We con-
clude that recovering the correct (in our example exponen-
tial) distribution from maximizing (1) is coincidental, and
that Eq. (1) does not provide an admissible information
measure. We emphasize that Shannon faced the measure
problem [11], and concluded that the entropy of a continu-
ous distribution is not an absolute measure, but is relative
to the coordinate system. Such a point of view is not
acceptable: the entropy should not have an absolute status
for discrete probabilities, and a relative one for continuous
cases.
The mechanism for recovering an absolute information

measure that is unaffected by a parameter change, is clear
when the continuous limit is carefully taken from the
situation described by a discrete probability set fp�g,
where the entropy reads �P

�p� logp� [2,9,12]. In doing
so, it is necessary to introduce the density of points mXðxÞ
and one obtains [1]

S ¼ �
Z

pXðxÞ log½�XðxÞpXðxÞ�dx: (2)

In the above expression, that seems to have been first
derived and commented by Jaynes [1,13], the quantity
�X can be viewed as a weighting function, and it is related
to the density by �XðxÞ ¼ 1=mXðxÞ. This x-dependent
function indicates how the space of dynamical variables
is resolved [2]: the larger the density mX, the better the
resolution, which corresponds to a smaller �X. Since the
densities m transform under change of variable as
the probability densities p do, the coordinate dependence
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of � cures the measure problem. It is therefore essential to
understand what this dependence is, a problem that is quite
often overlooked in the literature [5,6,14] and that
Jaynes—somewhat ironically—ascribes to the fact that
‘‘one could not think of anything else to do’’ [15].
Consequently, if the density mX can be extracted from
our knowledge of x-space sampling, the measure problem
is solved. This case is that of a ‘‘quenched’’ x distribution.
There are, nevertheless, situations where this knowledge is
not a priori available, but is encoded in the dynamics of the
system (‘‘annealed’’ x distribution), so that mX is selected
by the underlying dynamical rules. Our goal here is to
understand that connection in an annealed context, in order
to set up a clear prescription for writing the relevant
entropy.

We are now in a position to state the problem more
precisely. We are interested in a population of a large
number N of particles where a given property xi (mass,
velocity, length, color, income, etc.) is attached to each
particle i. These particles undergo repeatedly binary ‘‘col-
lisions’’ where pairs selected at random interact such that
ðxi; xjÞ ! ðx0i; x0jÞ. An important point is that we assume the

existence of a conservation law

C ðxiÞ þ CðxjÞ ¼ Cðx0iÞ þ Cðx0jÞ; (3)

where C is a given function. We shall leave ergodicity
issues aside, and consider that the functions x0iðxi; xjÞ,
x0jðxi; xjÞ, that are not specified, are sufficiently mixing to

ensure that all accessible phase space is sampled (in gen-
eral, nonuniformly). The objective is to answer the follow-
ing question.Q: Can we maximize a functional of the form
(2), under the appropriate constraints that

R
pXðxÞdx andR

CðxÞpXðxÞdx are fixed, to obtain the steady-state proba-

bility distribution pst
X ðxÞ, if it exists? If so, simple calculus

shows that the latter distribution is of the form

pst
X ðxÞ ¼ ���1

X ðxÞ exp½��CðxÞ� (4)

where � and � are irrelevant Lagrange multipliers. The
ensuing problem is then to understand what specifies the
weighting function �X. Indeed, knowing that Q can be
answered affirmatively is of little interest if one does not
know the corresponding weighting function �XðxÞ.

The collision law considered may violate detailed bal-
ance, and it may involve an additional stochastic parameter
�, as for instance in the simple example introduced in [8],
that we mention as a warm-up exercise:

��������
x01
x02

¼
��������
�ðx1 þ x2Þ=

ffiffiffi
2

p

�ðx1 � x2Þ=
ffiffiffi
2

p ; (5)

where � equiprobably takes values�1. Likewise, random-
ness is necessarily introduced for colliding hard bodies, as
a remnant of the impact parameter in a description that
only considers the velocity degrees of freedom, as routi-
nely done in someMonte Carlo simulation techniques [16].

It should be clear from the outset that the conserved qua-
ntity is in general not exponentially distributed, as our sim-
plistic introductory example might lead to believe. Indeed,
considering Eq. (5) that conserves ‘‘energy’’ e � x2,
i.e., CðxÞ ¼ x2, it appears that pst

E ðeÞ / expð��eÞ= ffiffiffi
e

p
in

the steady state [17], where � is some inverse temperature.
A naive application of Eq. (1), on the other hand, leads to
the incorrect result pst

E ðeÞ / expð��eÞ. This means that
here�EðeÞ /

ffiffiffi
e

p
, and we learn on this simple example that

the conservation law is not sufficient, in general, to obtain
the relevant �. This key quantity is encoded in the trans-
formation law ðxi; xjÞ ! ðx0i; x0jÞ, in a way that we now

bring to the fore.
To get an idea of the connection (� $ dynamics), we

first restrict to the subclass of processes that fulfill detailed
balance. The corresponding single-particle distribution
obeys then

pst
X ðx1Þpst

X ðx2Þdx1dx2 ¼ pst
X ðx01Þpst

Xðx02Þdx01dx02; (6)

where, due to the mean-field-like sampling procedure with
randomly chosen pairs, the two-particle probability distri-
bution factorizes for large N into a product of single-
particle distributions (a more technical proof will be
outlined below). On the other hand, assuming that Q can
be answered positively, the stationary single-particle dis-
tribution pst

X is constrained to be of the form (4). Then,
from Eqs. (4) and (6) and the conservation law, Eq. (3), we
find that the Jacobian J of the transformation (x1, x2) to
(x01, x02), admits a factorized form

J ðx1; x2Þ �
��������det

@ðx01; x02Þ
@ðx1; x2Þ

��������¼ �Xðx01Þ�Xðx02Þ
�Xðx1Þ�Xðx2Þ : (7)

We emphasize here that the Jacobian is defined for a given
value of the stochasticity parameter �: x01 and x02 are
functions of x1, x2, and �.
We now arrive at our main part and we will show below

that if the factorization property (7) of J holds (without
any other restriction as, for example, detailed balance) then
the stationary distribution function pst

X is of the form (4),
and hence we are able to answer affirmatively to question
Q. In addition, the relevant weighting function �X can
then be directly read from (7). This is interesting from an
operational point of view, since the Jacobian directly fol-
lows from the knowledge of the collision law, which is an
input of the model. As a illustration, we return to the toy
model of Eq. (5), recast in the conserved variable e � x2.

We have J ðe1; e2Þ ¼ ½e01e02=ðe1e2Þ�1=2, which is of the
form (7), with �EðeÞ /

ffiffiffi
e

p
. This immediately leads to

the correct distribution pst
E ðeÞ / expð��eÞ= ffiffiffi

e
p

.
We now proceed with our general proof, that starts with

assuming property (7) forJ , and that involves the following
three steps. (a) We introduce a new set of variables, under
the mild assumption that�X in (7) is nonvanishing. Indeed,
with the function of x zðxÞ ¼ R

x dx0=�Xðx0Þ, the Jacobian
of the collision law becomes unity (dz01dz02 ¼ dz1dz2),
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which simplifies the kinetic theory description. (b) Although
our aim is to derive the stationary single-particle distribu-
tion function pZ, working at N-body level with the phase
space density �Nð�; tÞ, where � � ðz1; . . . ; zNÞ, turns out to
be a convenient detour. This distribution obeys the follow-
ing evolution equation [18,19]:

@t�Nð�; tÞ ¼
XN

i<j

Z
d�wð�Þ½bð�Þij � 1��Nð�; tÞ; (8)

where the random variable �with distribution w enters the
collision law (see above), that can be described by the

inverse collision operator bð�Þij . This operator acts on

the distribution on its right by replacing the arguments zi
and zj by their precollisional values z�i and z�j :

bð�Þ12 �Nð�; tÞ ¼ �Nðz�1; z�2; z3; . . . ; zN; tÞ (9)

with ðz�i;jÞ0 ¼ zi;j. The present description in terms of z

quantities is also endowed with a conservation law, that
wewrite here—modulo a slight abuse of notation—with the
same function C as in Eq. (3):

P
iCðziÞ ¼ C. It is then

straightforward to see that the distribution �st
N /

�ðC�P
iCðziÞÞ (with proper normalization) provides a sta-

tionary solution to Eq. (8). The corresponding single-
particle distribution function follows from computing the
first marginal pst

X ðz1Þ /
R
�st
Ndz2 . . . dzN . The argument is

akin to that put forward to construct the canonical ensemble
from the microcanonical distribution [20], and leads to
pst
Z ðzÞ / exp½��CðzÞ�. (c) The last important step in the

argument is to show that the N-body measure �st
N is attrac-

tive, at long times, for arbitrary initial conditions sharing
the same value of C. For this purpose, we borrow a tech-
nique introduced in [21] and consider an arbitrary strictly
convex positive function hðxÞ from which we construct

HðtÞ ¼
Z

d��st
Nð�Þh½�Nð�; tÞ�: (10)

The evolution equation (8) implies

dH

dt
¼ NðN � 1Þ

2

Z
d�d��st

Nð�Þwð�Þfh0½�Nð�; tÞ�

� ½�Nðbð�Þ12 �; tÞ � �Nð�; tÞ� þ h½�Nð�; tÞ�
� h½�Nðbð�Þ12 �; tÞ�g; (11)

where we have used the invariance under permutation of
particle indices and that
Z

d�d��st
Nð�Þwð�Þfh½�Nð�; tÞ� � h½�Nðbð�Þ12 �; tÞ�g ¼ 0:

(12)

From the convexity of h, we have thatH is a nonincreasing
function of time. Since H is in addition bounded from
below, we have established that it converges at long times
to a constant [22]. Moreover, as the curly bracket of

Eq. (11) only vanishes when �Nð�; tÞ ¼ �Nðbð�Þ12 �; tÞ, we
conclude from our ergodicity assumption that all initial

phase space densities for which the conserved quantity is
strictly equal toC evolve towards�st

N . This is a flat and finite
measure on the ensemble defined by

P
iCðziÞ ¼ C, and can

be seen as a generalized microcanonical density. A similar
property also applies to the first marginal pZðz; tÞ that is
then attracted topst

Z / exp½��CðzÞ�. Returning to the origi-
nal variable x in which the problem was formulated, and
bearing in mind that dz=dx ¼ ��1

X ðxÞ, this yields the de-
sired result that the stationary distribution pst

X ðxÞ is of the
form (4). Incidentally, we also obtain here that the 2-body
distribution pst

2;Xðx1; x2Þ factorizes in the steady state, in the
product pst

X ðx1Þpst
X ðx2Þ, as mentioned above.

So far, we have shown that under the assumption (7), the
steady-state distribution pst

X can be found by minimizing a
functional of the form (2), with a knownweighting function
�X, directly read from (7). This was illustrated by the toy
dynamics (5), but our introductory example also may be
understood in that framework:with the dynamics defined by
ðxi; xjÞ ! ðxi þ �; xj � �Þ, for which CðxÞ ¼ x, we simply

haveJ ðx1; x2Þ ¼ 1, hence�X ¼ 1 andpst
X ðxÞ / expð��xÞ.

To complete the analysis, three remarks are in order.
First, while we have restricted to the scalar case for the
sake of simplicity, x can equally be a vectorial quantity.
Second, Eq. (7), when it applies, does not define a unique
function �X. Indeed, consider two candidates obeying

�Xðx01Þ�Xðx02Þ
�Xðx1Þ�Xðx2Þ

¼
~�Xðx01Þ~�Xðx02Þ
~�Xðx1Þ~�Xðx2Þ

(13)

for all x1, x2, and �. Then, logð�X=~�XÞ is a collisional
invariant. Assuming that there is no ‘‘hidden’’ conservation

law, we have logð�XðxÞ=~�XðxÞÞ ¼ aþ bCðxÞ, where a
and b are arbitrary constants. So, a candidate weighting
function defined through (7), is prescribed up to a function
expðaþ bCðxÞÞ. Such a freedom in the choice of � only
shifts the functional (2) by the constant aþ bhCi. The final
result for pst

X is hence not affected by the choice made
for �X.
Third, it seems worthwhile to provide a more intuitive

understanding of the fact that if the Jacobian ðx1; x2Þ !
ðx01; x02Þ fulfills Eq. (7), then the corresponding weighting
function is proportional to the�X appearing in (7). For any
pair (x1, x2), (7) implies that the respective uncertainties
�x1 and �x2, will be affected by the collision such that
�Xðx1Þ�1�x1�Xðx2Þ�1�x2 ¼ �Xðx01Þ�1�x01�Xðx02Þ�1�x02.
At long times, the system reaches a state where the solution
to the above constraint is simply �x=�XðxÞ ¼ cst, so that at
one body level, the space of dynamical variables is re-
solved with an x-dependent precision �x / �XðxÞ.
This allows us to view �X as an x-dependent volume in
the space of dynamical variable, that quantifies the ‘‘grain-
ing’’ with which the space is resolved. Alternatively, this
argument shows that the density of points generated in
x space verifies mXðxÞ / 1=�x / 1=�XðxÞ, as already
mentioned.

PRL 106, 160603 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

22 APRIL 2011

160603-3



To summarize, we have studied a class of problems
encountered in different contexts, such as soft matter
where a mixture of polydisperse hard spheres [5,24,25],
hard rods [26], or ring polymers [6] have been shown to
exhibit a condensation in real space, stochastic mass trans-
port models [3], or in mathematical literature where the
Kac walk [21] is an important kinetic theory toy model for
studying the propagation of chaos and rate of equilibration
[27]. Specifically, our goal here was to analyze under
which conditions the steady-state distribution pst

X obtained
by iterating a generic collision process with conservation
law [Eq. (3)] could equivalently be obtained from a maxi-
mum entropy argument by extremalizing a given func-
tional of the type (2). We have found that this is the case
if the Jacobian of the collision law ðx1; x2Þ ! ðx01; x02Þ, can
be written as in (7), from which the relevant weighting
function �XðxÞ can be extracted, which provides simply
pst
X . This is, for example, the case of Refs. [5–8,24–26].

The connection thereby established is free of the so-called
measure problem, that plagues a naive writing of the
entropy functional as in (1), an expression first proposed
by Shannon, and that propagated in a significant fraction of
the literature. Our analysis, in other words, provides the
correct prior ��1

X that should be considered, see Eq. (2).
A key point is that the configurations allowed by the
conservation law(s) are in general sampled nonuniformly.
This nonuniformity, encoded in the x dependence of �X,
that gives different weights to different points in x space, is
the feature ensuring that the information measure consi-
dered is absolute, and does not depend on the parametri-
zation chosen. We finally note that our approach—which
includes multiple conservation laws—can be generalized
to more complex collisional processes, involving more
than two bodies, or in which the collision frequency
!ðx1; x2Þ, chosen constant here for the sake of simplicity,
actually depends on the pair considered, as long as
!ðx1; x2Þ ¼ !ðx01; x02Þ.

[1] E. T. Jaynes, in Information Theory and Statistical
Mechanics, Brandeis Lectures in Theoretical Physics
(Brandeis Summer Institute in Theoretical Physics,

Waltham, MA, 1962), Vol. 3, p. 181.
[2] R. Balian, From Microphysics to Macrophysics (Springer-

Verlag, Berlin, 2006).
[3] S. N. Majumdar, in Exact Methods in Low-dimensional

Statistical Physics and Quantum Computing, Proceedings
of the Les Houches Summer School (Oxford University

Press, New York, 2010); arXiv:0904.4097.
[4] T.M. Ligget, Interacting Particle Systems (Springer-

Verlag, New York, 1991).
[5] J. Zhang, R. Blaak, E. Trizac, J. A. Cuesta, and D. Frenkel,

J. Chem. Phys. 110, 5318 (1999).
[6] J. A. Cuesta and R. P. Sear, Europhys. Lett. 55, 451 (2001);

Phys. Rev. E 65, 031406l (2002).

[7] A. Dragulescu and V. Yakovenko, Physica (Amsterdam)
299A, 213 (2001); Eur. Phys. J. B 17, 723 (2000).

[8] J. F. Fernández and C. Criado, Phys. Rev. E 60, 3361
(1999).

[9] C. E. Shannon, Bell Syst. Tech. J. 27, 379 (1948); 27, 623
(1948).

[10] When quoting Shannon’s seminal work [9], we do not
refer to his well-known derivation of the entropy or
information content of a discrete probability set, but to
his generalization to continuous distributions (Pt. III,
Sec. 20 of Ref [9]), that suffers from the measure problem
discussed here. In addition, the example discussed here
with pX ¼ e�x can be found in Sec. 20.7 of that paper.

[11] See Pt. III.20.8 of Ref. [9].
[12] T.M. Cover and J.M. Thomas, Elements of Information

Theory (Wiley-Interscience, New York, 2006), 2nd ed.
[13] We note that Eq. (2) is reminiscent of a Kullback-Leibler

distance (also called relative entropy) [12], with the dif-
ference that mX / 1=�X is not a probability density.

[14] See, e.g., J. J. Salacuse and G. Stell, J. Chem. Phys. 77,
3714 (1982); M.R. Stapleton et al., J. Phys. Chem. 92,
4788 (1988); R.M. L. Evans, D. J. Fairhurst, and W.C.K.
Poon, Phys. Rev. Lett. 81, 1326 (1998).

[15] See Ref. [1], p. 203. There is consequently a rather large
body of literature that erroneously considers the measure
problem—absent in the discrete case—as intrinsic to the
continuous formulation, leaving aside the textbooks that
do not mention the issue.

[16] G. A. Bird, Molecular Gas Dynamics and the Direct
Simulation of Gas Flows (Clarendon, Oxford, 1994).

[17] The process defined here leads to a Gaussian distribution
pXðxÞ [8]. The authors therefore proposed the method as a
Gaussian random number generator. M. I. J. Probert, Phys.
Rev. E 63, 058701 (2001) showed the practical limitations
of the initial algorithm (undesired correlations), which led
the authors to put forward an improved version [J. F.
Fernández and C. Criado, Phys. Rev. E 63, 058702
(2001)].

[18] Here, time t counts the number of collisions that occurred.
The problem can be recast in a continuous t form.

[19] P. Résibois and M. de Leener, Classical Kinetic Theory of
Fluids (John Wiley, New York, 1977).

[20] S. K. Ma, Statistical Mechanics (World Scientific,
Singapore, 1985).

[21] M. Kac, Probability and Related Topics in Physical
Sciences, Lectures in Applied Mathematics Vol. 1A
(American Mathematical Society, Providence, 1957).

[22] Note that the fact that H is nonincreasing does not provide
an H theorem in the usual sense [20,23], since our
function depends on the final distribution. Additionally,
because of the lack of detailed balance (which translates
into z�i � z0i), it is not possible to obtain directly an H
functional at the single-particle level.

[23] L. E. Reichl, A Modern Course in Statistical Physics
(Wiley VCH, Weinheim, 2004), 2nd ed.

[24] R. Blaak, J. Chem. Phys. 112, 9041 (2000).
[25] R. Blaak and J. A. Cuesta, J. Chem. Phys. 115, 963 (2001).
[26] M. R. Evans, S. N. Majumdar, I. Pagonabarraga, and E.

Trizac, J. Chem. Phys. 132, 014102 (2010).
[27] E. Carlen, M.C. Carvalho, M. Loss, J. Le Roux, and C.

Villani, Kinet. Relat. Models 3, 85 (2010).

PRL 106, 160603 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

22 APRIL 2011

160603-4

http://arXiv.org/abs/0904.4097
http://dx.doi.org/10.1063/1.478426
http://dx.doi.org/10.1209/epl/i2001-00436-6
http://dx.doi.org/10.1103/PhysRevE.65.031406
http://dx.doi.org/10.1016/S0378-4371(01)00298-9
http://dx.doi.org/10.1016/S0378-4371(01)00298-9
http://dx.doi.org/10.1007/s100510070114
http://dx.doi.org/10.1103/PhysRevE.60.3361
http://dx.doi.org/10.1103/PhysRevE.60.3361
http://dx.doi.org/10.1063/1.444274
http://dx.doi.org/10.1063/1.444274
http://dx.doi.org/10.1021/j100327a045
http://dx.doi.org/10.1021/j100327a045
http://dx.doi.org/10.1103/PhysRevLett.81.1326
http://dx.doi.org/10.1103/PhysRevE.63.058701
http://dx.doi.org/10.1103/PhysRevE.63.058701
http://dx.doi.org/10.1103/PhysRevE.63.058702
http://dx.doi.org/10.1103/PhysRevE.63.058702
http://dx.doi.org/10.1063/1.481515
http://dx.doi.org/10.1063/1.1380210
http://dx.doi.org/10.1063/1.3263913
http://dx.doi.org/10.3934/krm.2010.3.85

