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Non-hermitian Gaussian matrices

@ Two i.i.d. GUE matrices: A = Af and B = Bf
du(A,B) x DADB e 22" g 72,28
@ Complex matrices

X = \E(AHB) : xT_\g(A—iB)
@ Girko-Ginibre ensemble
du(X,XT) o DX DX T e 02 !
@ Complex eigenvalues z = x + iy

L for x2 +y? < o2

p(X,y)Z{ 5

otherwise



@ Monte-Carlo: 100 complex matrices 100-by-100
@ points: eigenvalues
@ solid: unit circle



Elliptic Gaussian measures

@ Asymmetric mixing
X = cos(p)A+isin(¢)B, X' =cos(p)A—isin(¢)B, 7 =cos(2¢)

@ Measure
-2 txt
du oc DX DXt e o2 1 ) )(Trxx ZTr(XX+XTXT))
@ Crisanti, Sommers, Sompolinsky and Stein

for

1 x2
mol(1—72) o2(1+7)2 + ( —7)2 <1

p(X,y) =

0 otherwise

@ The result holds also for real matrices



[llustration

N[

Qo=117=-
@ Monte-Carlo: 100 complex matrices 100-by-100
o (x/a)?+ (y/b)2=1; a=1/2; b=3/2



Product of Gaussian matrices

@ Product of independent matrices X = X1 X5... Xy
@ Eigenvalue density

L _|z|"2t% for|z| <o
MroM

p(z) =
0 for |z| > o

@ Strong universality: X;'s do not have to be identical
@ 0 =o01...0y; Resultisindependent of 71,..., 7y '!!
@ Foroc=1landM=2,3



[llustration

@ Product of two GUE matrices X = X1 X5

@ Monte-Carlo: 200 complex matrices 100-by-100

@ accumulation of eigenvalues on the real axis, (Tr X is real);
A. Edelman, J. Multivariate Anal. 60 (1997) 203.



[llustration
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@ Product of two GUE matrices X = X1 X5
@ Radial profile p.(r) = 27rp(r), where r = |z|
@ Monte-Carlo: 1000 complex matrices 100-by-100



[llustration
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@ Product of two GUE matrices X = X1 X5X3
@ Radial profile 37r*/3p(r), where r = |z|
@ Monte-Carlo: 1000 complex matrices 100-by-100



[llustration

0 X = X1 X,
@ MC 100, 100x100

O GG -GG

Q@ RW - RW (unif. distr.)

© GUE - G-G

© GUE - Elliptic
(r=-1/2)




[llustration
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@ X = X1 X5; MC 1000 matrices 100x100

O red: G-G - G-G

@ green: RW - RW (uniform distribution)
© blue: GUE - G-G

© violet: GUE - AC (r1=-1/2)



[llustration
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@ left: X = XX, for GUE - GUE; G-G - G-G; Elliptic - GUE;
@ middle: X = X1 X5 for N = 50,100, 200, 400;
@ right: X =X;... Xy forM =2, 3,4;



Universality

@ Product of independent matrices X = X1 X5 ... Xum

@ Eigenvalue density of X is rotationally symmetric even if
densities of X;’s are elliptic !!

@ Distribution is concentrated inside a circle |z| < 1

1

o.2
p(z) = W|Z| Zu

@ Radial profiler € [0, 1]
pu(r) = 2mrp(r) = ot

@ The product of M iid G-G matrices has the same
eigenvalue distribution as M-th power of one G-G matrix!



Linearization

® G(z) = ((z — X1 Xz... Xm)™H) «— G(w) = ((w — Y)72);

0 X1 0
0 0 X5 0
Y = -
0 0 Xu_1
XM 0
o
@ Forinstance forM =3
0 X; 0O X1XoX3 0 0
Y= 0 0 X, |-Y3=[o0 XoX3X; 0
X3 0 O 0 0 X3X1Xo

@ Y2 has the same eigenvalues as X =X;X,X3, 3-fold degen.
@ In general YM has the same eigenvalues as X =X; ... Xy



Part Il (Finite size effects)

Conjecture for finite N:
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Why erfc?

@ Jpdf

N
1
P(Zl)ZZa"'va) = EHW(ZJ)H’L 7ZJ.|2

=1 i<j

0 G-G:w(z)=e N — w(z)=e" where Z = v/Nz
o Pdf

1 2 |Z" 1 T(N,|Z|?)
T alZ] = = \UNi=l)
D DR v r(N)

@ Saddle point: p(Z) = s erfc <\@(|Z\ — m)>

@ Rescaling: p(z) = erfc(vV2N(|z| — 1))



The largest absolute value of G-G

@ Probability that all eigenvalues are in the circle of radius R:

d2z; w(z Z -7z
z/Z|<RH @)1z -2|

i<j
@ Grobe, Haake, Sommers
N

e 1o 4)

k=1

@ Pdf for max: py.max(R) = E4(R) , R = v/Nr



Monte Carlo vs Theory

@ N = 25,50, 100
e X=R-VN




Approximation

[d2z Llerfc (fz(\zy - m)) = [dRR Lerfc (fz(R - \/ﬁ)>

ImzZ

Number of eigenvalues in the strip: n ~ N
Pmax (X) = (F(X))’
F.(X) cdf in the strip



Monte Carlo vs Theory

@ N = 25,50, 100, 200, 400
@ Exact (red) vs approximation (green)
pmax

N\

AN \
~/ / \\\\\\\

AN
AN

\

) e X=R-VN




Limiting distribution

XN = Ry — VN

_y2
FaX)~1-e ™ (55— 22 +-..)
Gumbel distribution

Xn — By
Pr <AN < 5) ~ G(¢)

Ay~ (3InN)*° | By ~ 1IN
Very slow approach to the limiting distribution
Rescaling

XN An
XN=—==1T —1,8. :77b =
NN N NTONN

Bn.
VN



Largest eigenvalue distribution for the product

oM=2,M=3, ...

® Pmaxn(X) = (FI(x)),n~ VN
@ Example: M =1,2 3, N =100 = collapse




Summary

@ The limiting distribution of X = X1 X5 ... Xy for N — oo

L|z|-2ta for|z| <1
p(z) =
0 for|z| > 1

@ Finite size corrections:

@ Distribution of the absolute value of the largest eigenvalue:
Gumbel
@ Extensions:

@ Product of rectangular matrices
@ Free product of non-Hermitian matrices
@ Thank you!



